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1. INTRODUCTION

Whenever there is supplementary information available, the
sampler tends to utilise it in the methods of estimation which gives
maximum efficiency. The ordinary ratio method of estimation makes .
use of just one supplementary variable and gives more efficient
estimator than simple unbiased estimator provided the variable under
study is highly positively correlated with the supplementary variable,
Quite often information on many supplementary variables are
available in the survey which can be utilised to increase the
precision of the estimate. Olkin (1958) has considered the use of
multi-supplementary variables in building up ratio estimator and
this estimator has been found to be efficient under much the same °
conditions. However, when the supplementary variables are nega-
tively correlated with the study variable, ratio method of estimationﬁ,
cannot be efficiently used. In such cases, for the use of single
supplementary variable, Murthy (1964) has considered the comple-
mentary situation of improving upon the unbiased estimator by
considering a suitable product estimator, The present pa epxis-an
extension of the usual product estimator to the multi-y; riate Ccase, N
The estimator has been introduced in a general form. .:In ‘Section 2,

exact expressions for bias and mean square error have; been obtamed val

and then comparisons have been made between dlﬁ'erent types of - L

-

I

estimators in Section 3. The estimator has been extended to twos ..

phase sampling scheme also. An empirical study is als_o_ mcluded
for illustration. S

2. MULTI-VARIATE PRODUCT MEBTHOD OF ESTIMATION

Let there be k supplementary variables (x;), (x,), ...(¥z) infor-
mation on which is available for each unit of the population; Let
y and x; be the unbjased estimators of the parameters Y and X;
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corresponding to the variable under study and the i-th supplementary
variable (i=1, 2, ... k), based on any probability sample design and
let X; be known in advance. Then the multi-variate product estimator
may be defined as '

A k -
WiDs:
Y= £ 2~ (2.1
oo X @1)
where Pi=Y X
and weights w; ’s are such that
k
3 owi=1.
i=1

Now we shall obtain the exact expressions for the bias and
mean square error of this estimator, though as usual, for the sake of
comparisons in the next section, an approximation of the order a~*
has been considered.

Let us write
x;=X; (1+e),i=1,2, ...,k
and o y=Y (l+e,)
where '  E (e)=0foralli, i=0, 1, 2, ... , k.
The subscript 0 will icdicate the variable y, such that p,; will
mean the correlation coefficient between y and x; and so on. Then

‘we get,

. A ’, )

2 E (YP ):Y'E_ w; E (P:) «.(2.2)
and

’ A

M (Y, )=Y? 3 5 ww; cov (py, p)[PiP; ...(2.3)
C i 7
where Pi=YX;.

We note that
p:i=P; (1+e;) (1+e:)

=P;(1+a;+B)
where o =(€ote:), Bi=(€oes)
which gives - -.. E (P%')=1+E -(Bi)
=1-+b,
and o OHPEP) B, (o B E )+ BB
' - =agtbyutcs

I
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w

where , b;= V

Oi= (V +7 + ' +V“)
'b“= (V +2Voia+ 21

Cﬁ_. (V211)
rst__ E[(y—Y) (x;—X})® (xj—XH
and Voi i yr X X

Now substituting these values of

P cov (p;, p))
E (P; ) and ———P,-P,

in equation (2.2) and (2.3) we get the exact expression for the bias

A
and mean square error of Y, as

B)=Ywh (24)
_ M (F,)=Yw (A+B+C)w’ e (2.5)
where ) , A=(ay), B =(bsy), C=(cuj)

. are matrices of order kxk each, b and w are vectors represented by
- (b, by ... by) and (wyw, ... w;,) respectively. b’ and w' are the trans-

pose of b and w, It may be noted that the matrices 4, B and C are
_at least semi positive definite, Obviously the estimator will be

unbiased only if 5'=0 which will happen if the.correlation between
y and x; is equal to zero,

In case of sampling schemes such as simple random’ sampling
or varying probability with replacement or any other sampling scheme
involving selection of independent sub-samples,

Ps cov(pspi)
E ( P, ) and —P.P, _ take the form
Ps b«z ’
E (PT)—“ "
' cov (pips) _ aﬁ by cd:f
and P, P, + +

where 7 is the sample size or number of sub-samples.
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This shows that the contribution of the terms involving n~* and
n=3 in the mean square error may be neglected for large values of » in
which case (2.5) reduces to

R .
M (Y,)=Y3w 4dw'. ...(2.6)

Following the procedure used by Olkin (1958) for deterinina-
tion of optimum weights it can easily be established that

__sum of the elements in i column of A—%;

e sum of all k2 elements in 4!
ie ___eil_
- V=ea e
where e=(1,1, ... 1) kx1and 471

is the matrix inverse of A.

Assuming that weights for all the supplementary variables are
uniform which will happen only when the sums of each column of
A : .
matrix 4 are equal the optimum w is then given by (e/k) and corres-
ponding bias and mean square by

’

A eb A d
B (Y,)=YF and M (Y,)=Y* 3~

where d is the scalar such that e4=ed, (d#0) and for d=0 implies
that A is singular,

As an example of uniform weights let us suppose

Ci=C, poi=p,
and )
puy=p (i#;) for all i=1, 1, 2...k... (27
which gives the bias and mean square error as
A
B(Y,)=Y,C, C ' D28
. A yer .,
" and M(Yp)= 7_[6‘ (I—p)+k (Cﬁ+290€oc+902 )]
..(2.9)
11
where Ci,'= V =P CiCj, Cg’ C,; and C_,'

%)

being the coefficients of variation of the estimates y, x; and x;
respectively, - S . .
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If in addition
p=p, and C,=C

. A
then: B (Y:p) =Y oC?
and

M (Y,,)_ k (k+1—pl—3k) c.

3. COMPARISON OF THE ESTIMATORS

3'1. Unbiased estimator and multivariate product estimator

A comparison can be made when no supplementary information

. is employed i.e. simple unbiased estimator with the ordinary product

* estimator which utilise just one supplementary variable, It will be
‘noticed that use of this product estimator will be justified if
#<—% (C/C,). Similar criterion can easily be obtained by comparing
mean square error of the present estimator given in equation (2.9)
w1th the variance of unbiased estimator y given by

V(y)=Y2C2.

We get the condition as

ko, 1
Te-n <~ 2 (€6

for the efficient use of k-variate product estlmator. If po=10, C,=C,
the condmon takes the form =

1
o< —%_T ‘

In this connection it may be mentioned that the multi-variate
. A k '
ratio estimator Y, =3 w,r;X; is more efficient than usual unbiased

estimator y under the condition (2.7) of uniform weights, when'

k o5 1
TE-n ¢ 2 (€lC)

where 7, is ratio of y to x;.

. Hence the estimator to be used in a particular situation when
k-supplementary variables are utilised in the above forms is the

zpi . kpo
1 T ve
=< = <

Product estlmator 3 7( C/C,)
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Unbiased estimator, 3, if —% (C/Co) <m%_"°1—)p<+%(0/c,,)
Ratio estimator, 3 wir:X;, if 43 (CIC,) < m]];—i”l—)p <+1

provided Y and X,’s are all positive. In case otherwise, the condi-
tions will get changed accordingly. Now putting k=1, we get the
conditions obtained by Murthy (1964).

32, Uni-variate versus multi-variate product estimator

A A
Theorem. Let Y,, and Y, denote respectively the multi-vari-
ate product estimators of ¥ with optimum weights based on the sets
of supplementary variables (x), (Xa),---X(@ 2nd (1) (x2)... X where
k is greater than g. Then

A A
M (Yzzq) > M(Yﬂk)-
Proof of the theorem is similar to Olkin (1958) and is omitted

A
here. If k=1, Y, denotes the uni-variate product estimator. As a
particular case of the above theorem, when the weights are uniform
and the condition (2:7) is satisfied, we get,

M(I/;m)'_M(f’pk)=Y2C2 (1—p) \%i) > 0.

Application of above results can be studied for any particular
sampling scheme. The expression in case of simple random sampling
can be easily obtained with the help of results derived by Sukhatme
(1953).

4, AN EMPIRICAL S1UDY

For the purpose of the present study reference is made to an
investigation undertaken by the Biometry Research Unit of the Indian
Statistical Institute iu connection with multi-variate investigation of
blood chemistry. Such investigation entails the collection of multiple
measurements on each individual examined to study the blood
chemistry. Data were collected on 32 variables for three groups of
individuals and details of finding are given by Das (1966), For the
purpose of present illustration we consider the estimation of ‘eosino-
phil’ (one of the 32 variables) content, based on data for Group C
collected .on 69 individuals, and compare the unbiased, uni-variate
product and two-variate product estimator, considering ‘height’ and
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‘weight’ as the two supplementary variables, for a simple random

sample of size n.
A
For two-variate product estimator, we have MY,) =72 w A w'
where w=(wy, w,), w’=<w1/w2> and
A=(a;;) =(C02+2C01+ C* Ce+Co+CotCy, )
RN\ C+Cort Cor+Cn Co*+2C04-Co2 /|
The optimum weight

_2C480,tC 2 Cpy+Cia
4 (Co*-+Cp1+Cop)+Cy* +Co*+2Cy,

It may be mentioned that C; and p;; (ij+0, 1, 2) are the co-
efficient of variation and corr. coeff, respectively for the sample

N—n
=Ty and

=1—w,.

means. For the present scheme C;2=RC;'?, where R=

C/ are defined for the corresponding variables.

We have the following values for this population

Cy'=0.60 o =—0.1752
C/'=0.033  ppy=—0.2505

C,’=0,28 p12=0.0099

which gives w==,0.48 and w,=0.52 and the corresponding m.s.e,
as

A A
M(¥,,)= Y?R(0.3541) and M(7,,) =72R(0.3343)
showing that the relative efficiency of unbiased, uni-variate product
and two-variate product estimator as 100, 104 and 110 respectively
It may be, noted that this example is being given here by way of
illustration and not suggesting the use of product etimator invariably
for such studies as the gain in efficiency is not much.

5. Two-PHASE SAMPLING PROCEDURE

We shall suppose that information on the variables (x,), (x,), '
.., (%) is not readily available but could be collected rather inexpen-
sively. from a fairly large sample, In this case the preliminary
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sample of size n; is taken in which only x;’s are observed. The
second-phase sample of size n, in which y alone is observed may be
drawn in two ways, namely, (i) a sub-sample of the prellmmary
sample. (i) independent sub-sample.

Assuming that a simple random sample (without replace-
ment) is drawn at both the phases, we get the following estimators.
Case (7). An estimator of the population mean can be defined as

A
Yoi=3; wi pif X/ , . : - (51)
where p;=7x; ; ¥ and x; being sample means based on the second

phase sample and X; is the mean based on the preliminary sample.

Here X, which is estimator of X; is_also subject to the sampling
error. We get,

A _2
ViYp)=Y 335 wiw;cov (ps, p))[P:' Py’
= Y‘.’, 2{ Ej wi VV] d”'
= ?2 wDw' ."(5.2)
1 1
where d”=;1— (l_f:"-)C02+ ; (l _fl)(Cin Pus +Poicoci+ PoﬁCon)
2 2

and D=(dy)kxk and P/ =Y. X/,

The optimum w;’s can be defined in the similar way replacing
matrix 4 by D. The mean square error of product estimator when
only one supplementary information is used will be given as [assum-
ing the weights w;’s are uniform and (2'7) is satisfied],

M(T )= 5:—[(1 —f) CR(1—F)(CP 2 0,C,C)]

where f (=-i—) and f, (— ——) are f. p.c.
Ignoring f5.
Ml — [ CEECHCC | CHnGC )
e ny n

..(5'3)
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Case (ii). The estimator of the mean in case of independent
sub-sample would bz of the same form as given by equation (5'1).
Its mean square error in this case would be

A ' .
V(Y ) =Y? wGw' e (5°4)
where G=(gi)kxk,

1
&ij= n? (1 “‘fz) (C02+ 20:CoCi+ PojCoCi+'PijCiCi)

1
n,

+ ( 1—f1{> pi3C:C;

, n
and A= ]\IT
If only one supplementary variable is used, the mean square

error of the product estimator (assuming the weights to be uniform)
is

A
M(T’m)=}-’2|:( Co*+2p,C,C+-C? )+ g] .(55)

Hy n,

Both the equations (5'3) and (5°5) are similar to the expressions
for ratio estimator under similar conditions (Cochran 1963).

The author is grateful to Professor D. B. Lahiri and Professor
M. N. Murthy for help and encouragement in the preparation of this
paper. Thanks are also due to Prof. B. C. Das for providing the
necessary data for the empirical study.

SUMMARY

A multi-variate product estimator of the population total,
similar to Olkin’s multi-variate ratio estimator, using data on two or
more supplementary variables, has been suggested here. Exact ex-
pressions for the bias and the mean square error of the estimator are
derived and a comparison with the unbiased and the multi-variate
ratio estimators has been made for any sampling design, giving the
specific situations under which either of them may be efficiently
used. The estimator has also been extended to two-phase sampling
where the data on the supplementary variables are not at hand but
are collected from a large first-phase sample. An empirical study
is also included for illustration.
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